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RESUMO | Objetivo: Analisar de que modo a auséncia de uma perspectiva
interseccional nos sistemas de inteligéncia artificial (IA) utilizados pelo Poder
Judiciario afeta a concretizagdo do direito fundamental de acesso efetivo a justica,
com destaque para os riscos da discriminacgdo algoritmica. Metodologia: O estudo
adota a analise textual de conteido como abordagem metodolégica, apoiando-
se nos referenciais tedricos da interseccionalidade e do acesso efetivo a justica.
A investigacdo examina a relagdo entre desigualdades estruturais e a tomada de
decisdo baseada em IA no contexto judicial. Resultados: Os achados evidenciam que
a discriminacdo algoritmica, resultante da adogdo acritica de ferramentas de IA na
atividade jurisdicional, tende a reproduzir desigualdades sociais relacionadas a raca,
género, classe e outros marcadores da diferenca. A auséncia de uma perspectiva
interseccional nesses sistemas compromete a qualidade e a legitimidade das decisdes
judiciais, enfraquecendo o principio da igualdade. Conclusdo: A discriminacéao
algoritmica mostra-se incompativel com a garantia do acesso efetivo a justica. Sua
superagdo exige a incorporacdo de uma perspectiva interseccional nas praticas
jurisdicionais apoiadas por IA, de modo a assegurar que as inovagdes tecnoldgicas
fortalecam — e néo enfraquecam — a democratizacao do acesso a justica.
Palavras-chave | Acesso a justica; Interseccionalidade; Discriminacido algoritmica;
Inteligéncia artificial.
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ABSTRACT | Objective: To analyze how the absence of an intersectional perspective in artificial intelligence (AI) systems
employed by the Judiciary affects the realization of the fundamental right to effective access to justice, with particular
attention to the risks of algorithmic discrimination. Methodology: The research adopts textual content analysis as its
methodological approach, supported by the theoretical frameworks of intersectionality and effective access to justice.
The examination focuses on the interplay between structural inequalities and Al-based decision-making within judicial
systems. Findings: The study highlights that algorithmic discrimination, resulting from the uncritical adoption of Al tools
in adjudication, reproduces social inequalities based on race, gender, class, and other markers of difference. The lack of
intersectional awareness in these systems compromises the quality and legitimacy of judicial decisions, undermining the
principle of equal treatment before the law. Conclusion: Algorithmic discrimination is incompatible with the guarantee
of effective access to justice. Its mitigation requires the incorporation of an intersectional perspective into Al-assisted
judicial practices, ensuring that technological innovations strengthen, rather than weaken, democratic access to fair
adjudication.

Keywords | Access to justice; Intersectionality; Algorithmic discrimination; Artificial intelligence.

1 INTRODUGAO

Ousodeinteligénciaartificial (IA) pelo Poder Judiciario ¢ umarealidade que tem se apresentado
como alternativa para enfrentar a morosidade processual e a sobrecarga de processos nas
instituicdes de justica. Capazes de realizar em segundos, atividades que o ser humano demoraria
horas, esses sistemas podem gerar muitos beneficios para garantir a duragdo razoavel dos
processos e a celeridade da prestacdo jurisdicional.

Contudo, em que pese os beneficios, os sistemas de IA também representam riscos ao acesso
efetivo a justica quando utilizados para prolatar decisdes em processos judiciais, em auxilio ou
substituicdo a atividade de juizes e juizas. Tais riscos advém, em especial, dos vieses algoritmicos
intrinsecos a formacgao desses sistemas, que incorporam as tendéncias e orientacdes mentais dos
profissionais que os treinam e daqueles que os utilizam e operam no cotidiano, produzindo, nao
raras vezes, a chamada discriminacado algoritmica.

Reconhece-se que a discriminacdo algoritmica ¢ altamente prejudicial ao direito de acesso
efetivo a justiga, porque este ndo se limita a garantir a entrada as institui¢des judiciarias, mas
protege a obten¢ao de uma resposta jurisdicional célere, satisfativa, socialmente justa e alinhada
aosdireitos fundamentais, o que somente é possivel quando se consideraeeliminaasdesigualdades
estruturais que influenciam a tomada de decisao.

Este estudo vai além: considera que apenas mediante uma perspectiva interseccional é
possivel que o Poder Judiciario enfrente as desigualdades estruturais que, ndo raramente, sdo
legitimadas e reproduzidas em seus julgamentos. Admite-se que a sociedade brasileira ¢ formada
por multiplas desigualdades que se relacionam — ou melhor, interseccionam — e impdem maior
vulnerabilidade a determinados grupos sociais, a exemplo das mulheres negras, vitimadas por
serem mulheres, negras e, muitas vezes, possuirem baixa condicao social.

A consciéncia sobre as posic¢des sociais diferenciadas dos sujeitos que demandam ao Poder

Judiciario é, portanto, essencial para evitar a legitimacdo e reproducao dessas desigualdades
na seara juridica. Sendo assim, questiona-se se de que modo a auséncia de uma abordagem
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interseccional, nos sistemas de IA utilizados pelo Poder Judiciario, compromete a realiza¢do do
direito ao acesso efetivo a justica. Afinal, assim como as decisdes humanas, as decisoes de IAs
podem ser enviesadas, o que representa um dos maiores desafios em sua utiliza¢do no Judiciario.

Dessaforma,esteensaiotedricobuscadiscutircriticaequalitativamenteaquestdoapresentada,
adotando como marco teorico as teorias da interseccionalidade e do acesso efetivo a justica, a
partir do método de analise textual de conteudo. Utiliza-se o raciocinio dedutivo, partindo-se das
premissas de que a sociedade brasileira é formada por desigualdades estruturais que influem na
atividade jurisdicional e que essas desigualdades sdo absorvidas pelas IAs mediante os vieses
introduzidos em seu treinamento e aprendizado.

Inicialmente, o estudo examina o conceito de acesso efetivo a justica e suas relagdes com
as desigualdades estruturais presentes na sociedade. Em seguida, é apresentado o estado do uso
dos sistemas de IA pelo Poder Judiciario, bem como se discute o dilema da celeridade processual
em contraposicdo a exigéncia de qualidade na prestacao jurisdicional e respeito aos direitos
fundamentais. Por fim, o ensaio reflete criticamente sobre os riscos ao direito de acesso efetivo
a justica representados pela discriminacao algoritmica e como a adoc¢do de uma perspectiva
interseccional contribuiria para redugao desses riscos.

2 DESIGUALDADES ESTRUTURAIS, INTERSECCIONALIDADE E ACESSO EFETIVO A
JUSTICA

A perspectiva mais atualizada de acesso a justica ndo se esgota com a entrada ao Poder
Judiciario, mas abarca o efetivo acesso a direitos. Da mesma forma, ao lado da celeridade da
prestagao jurisdicional, a garantia da qualidade e o respeito aos direitos fundamentais sdo de
igual importancia na prestagao jurisdicional (Roque, 2021).

Nos Estados liberais dos séculos XVIII e XIX, o direito de acesso a justica era compreendido
como um direito natural, que ndo exigia nenhuma acéo estatal para ser realizado. Tinha-se uma
concepcao formal de acesso a justica, pois ela apenas poderia ser acessada por aqueles com
condi¢des econdmicas para arcar com seus custos. Essa perspectiva muda substancialmente apos
a 2* Guerra Mundial, quando as politicas do welfare state ou Estado de Bem-estar social passam a
assegurar direitos sociais aos cidaddos (Cappelletti; Garth, 1988).

Nesse momento, o acesso a justica se aproxima dos direitos humanos e da perspectivado acesso
efetivo a justica. O Projeto Florenca, em 1970, coordenado por Mauro Cappelletti, que analisou a
realizacdo do acesso a justica em muitos Estados, contribuiu para uma nova compreensao sobre
esse direito, que se expandiu para além do acesso as institui¢des governamentais e ao Judiciario
(Galanter, 2015).

De fato, o direito ao acesso efetivo tem sido progressivamente reconhecido como sendo de
importancia capital entre os novos direitos individuais e sociais, uma vez que a titularidade
de direitos é destituida de sentido, na auséncia de mecanismos para sua efetiva reivindicacao

[...]- O acesso a justica pode, portanto, ser encarado como requisito fundamental — o mais
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basico dos direitos humanos — de um sistema juridico moderno e igualitario que pretenda

garantir, e ndo apenas proclamar o direito de todos (Cappelletti; Garth 1988, p. 11-12).

Com essa perspectiva, Mauro Cappelletti e Bryant Garth (1988) vinculam a ideia de acesso
a justica a duas finalidades basicas do sistema juridico: o sistema deve ser acessivel a todos de
maneira igual e os resultados que produz devem ser individual e socialmente justos. O acesso
efetivo a justiga, portanto, tem uma proximidade evidente com o principio da igualdade, pois exige
que todos tenham a mesma possibilidade de acessar os seus direitos e as institui¢cdes publicas e,
quando as acessem, obtenham resultados justos.

No Brasil, o acesso a justiga é previsto como um direito fundamental no art. 5°, inciso XXXV,
da Constituicdo Federal de 1988, que estabelece a inafastabilidade da jurisdigdo estatal diante de
lesdo ou ameaga a direito. No inciso LXXIV, por sua vez, é prevista a assisténcia juridica gratuita
e integral aqueles que comprovem insuficiéncia de recursos. Tais dispositivos, interpretados sob
a sistematica constitucional, que se preocupa com a justica social, com a solidariedade e com a
igualdade,aproximam a Constituicdo de 1988 daperspectiva do efetivoacessoajustica (Brasil, 1988).

A mencionada perspectiva ndo desconsidera as desigualdades estruturais que impactam a
sua realiza¢do para os diferentes grupos sociais. Cappelletti e Garth (1988), desde a década de 1980,
reconheciam que as desvantagens ou vantagens de recursos financeiros, de educagao, de meio, e
de condigdo social interferem na capacidade das pessoas de reconhecerem os seus direitos e os
meios disponiveis para a sua tutela.

Ademais,os marcadoresderagca,classe,género,nivel educacional, etc.,interferem naformacom
que as institui¢des de justica se portam perante os jurisdicionados. As autoras Rebecca Sandefur
(2008), Rebecca Igreja e Talita Rampin (2012) identificam, em seus estudos sobre o acesso a justica,
que os atores do Poder Judiciario tém dificuldade de compreender e validar demandas por justica
que ndo sdo comuns aos grupos sociais a que pertencem, o que pode levar a invisibilidade dessas
demandas e a reafirmacao de hierarquias no acesso a justica.

Em uma sociedade altamente estratificada, como a brasileira,areprodugao dessas hierarquias
nao escapa ao funcionamento das instituicoes e esta presente na propria composicdo do Poder
Judiciario. Em 2018, o Conselho Nacional de Justiga (CNJ, 2018) publicou relatério indicando que
a maioria dos magistrados brasileiros ¢ homem e, quanto a raca, 80,3% se autodeclaram brancos,
18,1%negros (16,5% pardos e 1,6% pretos) e 1,6% amarelos (origem asiatica). Somente 11 magistrados
se autodeclararam indigenas na pesquisa.

A baixa representatividade de pessoas negras na composi¢do do Judicidrio brasileiro — ao
mesmo tempo em que sdo maioria nas ocupagdes informais e precarizadas (IBGE, 2024)' — indica
a exclusdo sistematica desse grupo dos espacos de poder e decisdo, o que se atribui ao racismo
estrutural presente na sociedade brasileira. Ao lado de outras hierarquias, como o género e

1 Segundo o Instituto Brasileiro de Geografia e Estatistica (IBGE), em 2023, 45,8% da populagdo negra estava na informalidade,
enquanto 34,3% da populagdo branca estava nessa mesma condi¢do. O mesmo estudo demonstra que a populagdo branca ganhou, em
2023, em média 69,9% mais do que a populagdo negra, e recebeu rendimento-hora superior qualquer que fosse o nivel escolar. No
mesmo ano, a taxa de subutilizagéo foi de 21,3% para as pessoas negras e 13,5% para as pessoas brancas (IBGE, 2024).
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a classe, o racismo atinge dimensao estrutural, sendo essencial para determinar as relagdes e
praticas sociais e do Estado.

Conforme Humberto Bersani (2020) e Dennis de Oliveira (2021), o racismo compde a ideologia
comum da sociedade brasileira, tendo sido naturalizado apos mais de trés séculos de escravidao
no Brasil para manter inalteradas as hierarquias do periodo escravista. Na toada de Clovis Moura
(2014), os autores evidenciam que a aboli¢cdo ndo modificou a estrutura da sociedade brasileira, eis
que foram adotadas medidas, desde entdo, para aprofundar a subalternidade da populagdo negra
em prol dos beneficios dos grupos dominantes.

Destaca-se que essas medidas, segundo Moura (2014), foram legitimadas no plano juridico, a
exemplo da Lei de Terras, de 1850, que, ao estabelecer a compra como unico meio de aquisi¢do das
terras do Estado, impediu na pratica o seu acesso pelos recém-libertos da escravidao. Igualmente,
essa lei incentivou a imigragdo de estrangeiros para substituir a forca de trabalho de negros e
negras na passagem ao capitalismo, impossibilitando sua integragao ao novo modo de producao,
sendo como forga de trabalho precarizada (Oliveira, 2021).

Nao se esquece, ademais, da legitimacdo conferida pelo direito a escravidao, que foi
regulamentada pelas Ordenacdes Filipinas, as quais estabeleciam penas rigorosas e cruéis aos
escravizados, chanceladas em sua aplicagao pelo Poder Judiciario®. Esse contexto socio-historico
indica que o direito foi atravessado pelo racismo em sua formacéo, tendo atuado historicamente
como ferramenta que “legitimou” e garantiu a permanéncia de hierarquias raciais e sociais.

Ainda hoje, segundo Bersani, a dificuldade do Judiciario reconhecer as demandas dos
grupos minoritarios:

“l..] € um reflexo natural de um ente que carrega consigo o racismo em sua esséncia. Esta
ordem estabelecida apenas é chancelada por muitos membros do Poder Judiciario, bem
como entre os demais agentes do Direito que trabalham com tais questdes, porque ha, no
ensino juridico, evidente formatacdo dos alunos para manter a ordem nos termos em que
ela esta posta. O racismo faz parte da ordem: negam-se suas praticas de ‘direito’, embora elas
sejam corriqueiras de ‘fato” (Bersani, 2020, p. 68).

Nesse sentido é que este estudo vislumbra a necessidade de adocdo de uma perspectiva
interseccional pelo Poder Judiciario em seus julgamentos. Compreende-se que os marcadores
sociais que determinam desigualdades estruturais nao sdo estaticos, relacionando-se entre si
e imprimindo maior vulnerabilidade aos sujeitos que possuem simultaneamente mais de um
marcador. Esse é o caso das mulheres negras, que sofrem ao mesmo tempo com opressdes de
género, raca e classe, tal qual salienta Lélia Gonzalez (2020).

2 AsOrdenacdes Filipinas estabeleciam que os escravizados que assassinassem seus senhores teriam as maos decepadas e seriam
mortos na forca. As penas cruéis aos escravizados continuaram apods as Ordenacdes Filipinas, sendo mantidas as penas de agoites pelo
Codigo Penal de 1830 (Chignoli, 2019). Jacob Gorender (2016), ao analisar o periodo do escravismo colonial, destaca que a legislagdo era
contraditéria em relacdo aos escravizados, tratando-os como coisas na parte do direito privado, e como sujeitos para o direito penal. O
autor esclarece que, embora fosse possivel a punic¢do de senhores que matassem ou ferissem gravemente seus escravizados, esses casos
raramente chegavam ao Judicidrio e, quando chegavam, eram tratados como acidentes ou suicidios. Em relagdo aos escravizados, por
suavez, as penas de morte eram aplicadas com todo o rigor.
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A categoria interseccionalidade surge justamente para nomear a simultaneidade de opressoes
que impactam a experiéncia vivida pelas mulheres negras. Esse conceito foi nomeado, em 1989,
pela tedrica Kimberlé Crenshaw, mas desde a década de 1970 estava presente no pensamento de
ativistas do feminismo negro, como Lélia Gonzalez, citada acima.

Essas ativistas denunciavam a opressdo especifica das mulheres negras, que sofrem
simultaneamente com preconceitos de género e raga, mas tinham essa situagao invisibilizada pelo
movimento feminista e pelo movimento negro, incapazes de compreender a interagdo entre esses
marcadores. Atualmente, essa categoria se expandiu para que fosse usada em outros contextos de
interseccdo entre vulnerabilidades, sendo definida por Crenshaw (2002) da seguinte forma:

Ainterseccionalidade é uma conceituacio do problema que busca capturar as consequéncias
estruturais e dindmicas da interagao entre dois ou mais eixos da subordinacdo. Ela trata
especificamente da forma pela qual o racismo, o patriarcalismo, a opressdo de classe e
outros sistemas discriminatorios criam desigualdades basicas que estruturam as posicoes
relativas de mulheres, ragas, etnias, classes e outras. Além disso, a interseccionalidade trata
da forma como agdes e politicas especificas geram opressoes que fluem ao longo de tais eixos,
constituindo aspectos dinamicos ou ativos do desempoderamento (Crenshaw, 2002, p. 177).

A autora, que é advogada e professora de direito, expde que decisdes judiciais avessas
as desigualdades estruturais e suas interseccionalidade possuem um evidente potencial
discriminatorio, citando casos juridicos concretos em que a auséncia de uma visao interseccional
impediuoreconhecimentodedireitosdasmulheresnegras.Poressarazio,Crenshaw (2002)defende
a necessidade de criacdo de protocolos de julgamento interseccionais, isto ¢, que considerem a
vulnerabilidade agravada dos sujeitos que convivem com a interseccdo entre multiplas opressoes®.

Similarmente, as autoras Igreja e Rampin (2021) sugerem que um efetivo acesso a justica
requer a consideracgdo de aspectos sociais, politicos e econdomicos passados e presentes, bem como
das relacdes de poder estruturantes. Segundo elas, pensar em acesso efetivo a justica perpassa
pensar na construcdo de um espaco juridico mais inclusivo e consciente sobre as posigdes de cada
um dos atores processuais.

Contemplar o acesso a justiga requer a especificagdo do debate em contextos distintos (niveis
locais, regionais e globais), nos quais a efetivagdo do direito de acesso obriga a consideracéo
de fatores politicos, historicos e sociais que marcaram o passado, bem como delinearam as
relagdes de poder presentes, e 0os processos e movimentos de democratizagdo inacabados do
Estado e da sociedade (Igreja; Rampin, 2021, p. 214).

Assim, acessar a justica ndo se esgota em apresentar demandas ao Poder Judiciario, mas
exige que as demandas apresentadas pelos grupos construidos socialmente como vulneraveis

3 No texto “Documento para o encontro de especialistas em aspectos da discriminagéo racial relativos ao género”, Crenshaw (2002)
sustenta que um protocolo para julgamento interseccional deve ser capaz de fornecer aos julgadores a compreensdo sobre a realidade
especificade subordinac¢do dasmulheresnegras. Segundo aautora, um documento desse tipo precisa ser construido de cima parabaixo,
isto é,deve contar comaparticipagdo efetivadaqueles que experienciam em seu cotidiano essas formasdedescriminagdo entrecruzadas.
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sejam reconhecidas, compreendidas e validadas, protegendo-se os direitos fundamentais desses
grupos. Além da entrada nas institui¢des de justica, deve ser considerada a qualidade da prestacao
jurisdicional ofertada, o que exige um olhar interseccional para as desigualdades estruturais que
se apresentam.

Em meio a um Judicidrio majoritariamente branco e masculino, reflexo de uma sociedade
repleta de disparidades e contradigdes, um julgamento com perspectiva interseccional se mostra
essencial para evitar a reproducgao dessas desigualdades na atividade jurisdicional. Julgar com
perspectiva interseccional significa, para este estudo, adotar uma atitude compromissada com o
reconhecimento e combate das diferentes hierarquias que se interseccionam e impactam a fruicao
de direitos pelos grupos vulneraveis.

E preciso consciéncia, na interpretacido e aplicacdo do direito, sobre as vulnerabilidades
agravadas que se sobrepdem na experiéncia dos usudrios, reconhecendo a interacdo entre os
marcadores sociais que produzem desigualdades,como araca,aclasse e o género. Essa consciéncia,
ou perspectivainterseccional, deve orientar toda a atividade do julgador, desde o inicio do processo
até a valoracdo das provas e o sentenciamento.

Conforme assinalam as autoras Cirino e Feliciano (2023):

Considerado o real cenario da sociedade brasileira, o Direito nédo pode ficar alheio aos seus
proprios critérios epistemologicos que tém replicado o eurocentrismo que lhe serve de base.
Em outras palavras, como esses critérios epistemoldgicos sdo controlados por um padréo
de homens brancos, de elite e eurocéntrico da modernidade, os processos de validagao do
conhecimento refletem os interesses desse grupo. Esse padrdo néo é dificil de observar no
Direito, considerando que foi construido para um sujeito de direito homem, branco e hetero.
Nido obstante algumas aberturas decorrentes de decisdes judiciais que tensionam esse
conceito de sujeito de direito, a exemplo das decisdes sobre homofobia, feminicidio, uniao
homoafetiva, o Direito continua a reiterar esse padrio, ao ndo questionar seus proprios
fundamentos (Cirino; Feliciano, 2023, p. 261).

Nesse contexto, tem-se apresentado algumas iniciativas importantes pelo Poder Judiciario
brasileiro no sentido de reconhecer a influéncia das desigualdades estruturais na atividade
jurisdicional. Em 2021 e 2024, o CNJ lancou dois protocolos, com natureza vinculante, para
auxiliar juizes e juizas no julgamento de processos com perspectiva de género e com perspectiva
racial. Seguindo essa tendéncia, a Justica do Trabalho adotou, em 2024, o Protocolo para Atuacao
e Julgamento com Perspectiva Antidiscriminatoria, Interseccional e Inclusiva.

Destaca-se que essesdocumentos consideraram expressamenteateoriadainterseccionalidade
e trataram, de maneira critica, sobre o mito da neutralidade do direito, reconhecendo que as
instituicdes de justica podem reproduzir esteredtipos e preconceitos de género e raca quando nao
informadas por um olhar atento a essas desigualdades. Desse modo, reconhece-se a importancia
dessasiniciativas paraintegrarao Poder Judiciario uma perspectivainterseccional, como condicao
para garantir a todos um efetivo acesso a justica, o que deve ser considerado no uso de inteligéncia
artificial pelo Poder Judiciario, como demonstrado nas proximas segdes.
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3 QUALIDADE E CELERIDADE: O USO DE INTELI@@NCIA ARTIFICIAL PELO PODER
JUDICIARIO E A GARANTIA DE ACESSO EFETIVO A JUSTICA

O abarrotamento do Poder Judiciario brasileiro € notério: atualmente sdo quase 80 milhoes
de processos judiciais pendentes de julgamento (CNJ, 2024). A morosidade processual brasileira
acarretou ao pais varias condenacdes internacionais no ambito da Corte Interamericana de
Direitos Humanos (Corte IDH), sendo uma questdo chave para a realizacdo do direito de acesso
efetivo a justica®.

Neste cenario, visando a maior celeridade processual, tem sido cada vez mais frequente que
sistemas de IA sejam introduzidos no Poder Judicidrio para auxiliar na execucdo das funcoes
jurisdicionais. A preocupacdo reside,no entanto,em quando esses sistemas sdousados paraauxiliar
ou substituir a atividade decisdria dos juizes e juizas, sem o devido exame acerca de seus impactos
para a qualidade da prestacao jurisdicional e a reproducéo de desigualdades pelo Judiciario.

Para uma analise adequada dos sistemas de IA, deve-se preliminarmente destacar que
o substrato elementar de sua composicdo advém de dados — fatos —, sendo tdo mais eficiente
a proporgao de seu volume (escala quantitativa), variedade (diversidade de dados) e velocidade
(reducéo do tempo para registro e processamento) (Fagundes; Macedo; Dutra, 2017).

A gestdo e o modo como os dados sdo utilizados de maneira a se tornarem informacao,
normalmente voltada a tomada de decisdes — no caso da pesquisa, a pratica de atos processuais
— sdo definidas por formulas matematicas, isto ¢, algoritmos, com vistas a producéo de resultados
especificos, em geral, pré-definidos por seus criadores (Lee, 2019).

Com base nisso, cria-se o que tem se convencionado denominar “inteligéncia artificial”,
ora definida em razdo de sistemas virtuais ditos “inteligentes” (Kaufman, 2022), ora concebida
enquanto uma area do conhecimento multidisciplinar e, sobre isso, assevera Chaves Ferro:

A Inteligéncia Artificial (IA) é uma area vasta e multidisciplinar, com diversas abordagens e
técnicas que buscam simular a inteligéncia humana em maquinas [...] incluindo aprendizado
de maquina, aprendizado profundo, redes neurais artificiais, processamento de linguagem
natural, visdo computacional, sistemas especialistas e robdtica [...] (Chaves Ferro, 2024, p.
125-128).

Cunhada pelo cientista da computacdo John McCarthy em 1956, a expressao inteligéncia
artificial é baseada na ideia dualista de se gerar, ao lado da inteligéncia biologica, uma espécie
de “ser” pensante artificial, baseado em logica, raciocinio, analise e tomada de decisdes (Sanvito,
2021). Entre as possiveis abordagens, que podem envolver a relagdo com o pensamento ou a agdo
humana, e ainda com o pensamento ou a a¢do racional em sentido amplo, encontram-se seus
fundamentos, quais sejam: a filosofia, a matematica, a economia, a neurociéncia, a psicologia, a
engenharia, a linguistica e a cibernética (Russell; Norvig, 2013).

4 Cita-se como exemplo o caso Marcia Barbosa, no qual o Estado Brasileiro foi condenado pela Corte Interamericana de Direitos
Humanos pela mora processual desarrazoada no julgamento do feminicidio da jovem Marcia Barbosa, no Estado da Paraiba em 1998.
O autor do feminicidio era um deputado estadual e apenas foi condenado 9 (nove) anos apos o crime, tendo falecido antes do transito
em julgado. Esse caso motivou a criagéo do Protocolo para Julgamento com Perspectiva de Género do CNJ (CORTE IDH, 2021).
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A inexisténcia de unidade em volta da definicdo deste termo é resultado da complexa relacao
que envolve suautilizacdo e desenvolvimento pelas multiplas ciéncias humanas e exatas. Porém, em
certa medida, reconhece-se o desdobramento das [As em dois tipos: a forte — criada para replicar
no “cérebro” de silicio a inteligéncia humana; e a fraca —voltada a execucédo de uma ou mais tarefas
especificadas (Sanvito, 2021). De maneira semelhante, guardadas as devidas proporgoes, aponta-
se a biparti¢do da IA ainda em tradicional — capaz de realizar tarefas simples e limitadas, com
regras pre-fixadas — e generativa — nesta, tem-se o algoritmo como determinante de cada passo
rumo a producdo de certo resultado (Rodrigues et. al., 2024).

O objetivo central no uso de IAs esta compreendido na tentativa de se automatizar agdes que
podem ou deveriam ser realizadas por maquinas, com maior precisio e efetividade, fazendo com
que atividades que levariam horas para serem realizadas por seres humanos sejam concluidas em
segundos por esses sistemas. Isso é possivel gracas a estruturagao da IA sob técnicas de machine
learning — aprendizado de maquina voltado a identificacao de padrdes e predi¢coes em dados — e
deep learning — aprendizado profundo, subarea do machine leaning, utilizada na modelagao de
padroes complexos em grandes volumes de dados — além de modelos de redes neurais artificiais,
espelhadas no funcionamento de neurénios humanos (Chaves Ferro, 2024).

Algumas de suas aplicagdes sdo especialmente relevantes anivel de automatizacéo e eficiéncia,
encontrando-se em larga expansdo nos campos da economia, saude, educagado, seguranca, cultura,
trabalho e governanca (Chaves Ferro, 2024). Mas é no campo juridico que a utilizagdo de IA ganha
contornos outros de dificil superacdo, seja elautilizada por aqueles a quem a lei confere capacidade
processual ou por aqueles que decidirdo o processo — eis que, em um ou outro sentido, sdo ambos
cocriadores do direito pretendido em juizo.

No ambito do Judiciario, destaque-se: sistemas de inteligéncia artificial tém sido criados para
executar diversas atividades, desde tarefas mais simples, relacionadas ao atendimento de usuarios
e servidores por meio de chatbots, até tarefas mais complexas, como a classificacdo da repercussao
social de casos, a identificagdo da ocorréncia de prescrigcao, a admissibilidade de recursos, e até
mesmo a sugestdo de decisdes de mérito em demandas de massa.

Nesse sentido, de acordo com estudo da Fundagdo Getulio Vargas (FGV), em 2020, 47 tribunais
brasileiros ja utilizavam inteligéncia artificial em alguma atividade, além da Plataforma Sinapses,
desenvolvida pelo CNJ para padronizar e expandir o uso da tecnologia no Judiciario. O Supremo
Tribunal Federal (STF) desenvolveu trés ferramentas de inteligéncia artificial para auxiliar em
suas atividades, os sistemas Victor, RAFA 2030 e VitorIA.

O Victor, implantado em 2020, em parceria com a Universidade de Brasilia (UNB), analisa se
os recursos submetidos ao tribunal se encaixam em algum tema de repercussao geral. O RAFA
2030, implantado em 2022, auxilia na classificagao dos processos com base em sua correlagdo com
os Objetivos de Desenvolvimento Sustentavel (ODS) da Agenda 2030, da Organizacdo das Nagdes
Unidas (ONU) (Salomao; Tauk, 2023). Por fim, a Vitorla, lancada em 2023, agrupa os processos por
similaridade de tema, sendo capaz de agrupar até 5 (cinco) mil processos em cerca de 2 (dois)
minutos (Brasil, 2023).

Outros tribunais brasileiros tém desenvolvido iniciativas importantes nouso de IA. O Superior
Tribunal de Justiga (STJ) conta com o sistema Athos, implantado em 2019 para identificar temas
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repetitivos e buscar por julgados semelhantes. Semelhantemente, o Tribunal de Justica de Minas
(TIMG) desenvolveu um sistema paraandlise da existéncia de demandas repetitivas (Avila; Corazza,
2022). No Tribunal Superior do Trabalho (TST), foi implantado o sistema Bem-te-vi, que auxilia
os ministros e servidores a gerenciarem os processos pendentes de julgamento, bem como tem
sido aperfeicoado para auxiliar na analise dos requisitos de admissibilidade recursal (Salomao;
Tauk, 2023).

O desenvolvimento de sistemas de IA pelo Poder Judiciario ¢, portanto, uma realidade e se
apresenta como alternativa para a mora processual e a sobrecarga de processos nas institui¢des de
justica. Podem ser citados, ainda, como beneficios advindos da ampliacdo do uso dessas tecnologias
a automatizacdo de tarefas repetitivas, a aproximagao dos usuarios com o sistema de justiga por
meio dos chatbots, e a maior facilidade de acesso pelos cidadaos a informacgdes sobre seus direitos
(Avila; Corazza, 2022).

Por outro lado, o principal desafio ao uso dos sistemas de IA pelo Poder Judiciario diz respeito
atransparéncia e accountability dos dados utilizados e das respostas obtidas pelas IAs. Isso ocorre
porque, normalmente, sistemas que utilizam técnicas de deep learning, restringem e dificultam
sua auditabilidade de maneira precisa, dificultando conhecer do processo de aprendizado da
maquina quanto as formulas matematicas e entradas de dados utilizadas em seus algoritmos
(Bonat; Peixoto, 2020).

Dessa forma, quando os sistemas de IA sdo usados com func¢ao decisoria pelo Judiciario,
essa falta de transparéncia compromete o devido processo legal e pode impactar o exercicio do
contraditorio e da ampla defesa, elementos essenciais para a qualidade da prestagdo jurisdicional
e paraa garantia de um efetivo acesso a justica. A medida que ndo se conhece quais dados a IA estd
utilizando para chegar a determinado padrao de resposta, nem como esses dados sdo valorados,
ha um prejuizo claro ao exercicio desses direitos fundamentais.

Abre-se espaco, ainda, para a possibilidade de discriminacdo algoritmica, que sera abordada
no topico seguinte, eis que, ao contrario do que se imaginava no inicio do uso dos sistemas de
inteligéncia artificial, eles ndo sdo imparciais, por refletirem os vieses, ainda que ocultos, de seus
criadores, bem como aqueles presentes nos dados que os alimentam. Diante do prognéstico, Cambi
e Amaral salientam:

Nesse contexto histoérico ainda incerto, ndo se sugere suspender ou proibir o uso de
inteligéncia artificial pelo Poder Judiciario, nem se descartam os beneficios que a redugéo do
tempo gasto para a realizacdo de atividades repetitivas e de cunho burocratico pode trazer
a efetividade da prestagdo jurisdicional. Todavia, o Judiciario tem um importante papel na
efetivacdo dos direitos humanos fundamentais, ndo podendo terceirizar a funcéo de julgar
para maquinas, tampouco usar a inteligéncia artificial, com o pretexto de gerar eficiéncia a
prestacéo jurisdicional, e colocar em risco a promocéo da justi¢a nos casos concretos (Cambi;
Amaral, 2023, p. 206).

Desta feita, emboraa celeridade e a duragao razoavel do processo sejam direitos fundamentais
garantidos pela Constitui¢cdo Federal no art. 5° inciso LXXVIII, o efetivo acesso a justica, como
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visto de antemado, abarca também a qualidade da prestacgao jurisdicional. E esta apenas pode ser
obtida quando o processo é colocado como instrumento de realizagao do direito material a partir
do respeito as garantias fundamentais do devido processo legal, do contraditério, da ampla defesa,
da isonomia e dos demais direitos fundamentais.

E a observancia dos direitos fundamentais, materializada no procedimento, que garante
legitimidade ao exercicio da jurisdicdo estatal pela via do processo. Nao se olvida que a demora
excessiva do Judicidrio em conceder respostas aos litigios que lhe sdo apresentados é prejudicial
ao acesso a justica. No entanto, como bem esclarece a professora Nathaly Roque, a “solucdo da crise
numeérica da justica ndo pode implicar no retrocesso na observancia as garantias fundamentais
da jurisdicdo: estas garantias sdo irrenuncidveis e ndo passiveis de supressdo pelo legislador
ordinario” (Roque, 2021).

Essa parece ser a mesma orientacdo do ODS n° 16 da Agenda 2030, da ONU — Paz, Justica
e Institui¢des Eficazes. Muito usado para fundamentar a implementacdo de novas tecnologias
no Judiciario, esse ODS trouxe como metas desenvolver institui¢des eficazes, responsaveis e
transparentes em todos os niveis (meta 16.6), bem como garantir a tomada de decisdo responsiva,
inclusiva, participativa e representativa em todos os niveis (meta 16.7), elucidando que um Judiciario
eficaz também deve ser transparente, inclusivo, responsivo e participativo (ONU, 2015).

Destarte, ndo ¢ admissivel que os direitos fundamentais sejam relativizados em prol de se
buscar maior celeridade processual. A celeridade e a qualidade da prestacdo jurisdicional devem
ser harmonizadas para se garantir o direito ao acesso efetivo a justica, o que deve ser observado
na introdugao de mecanismos de inteligéncia artificial no Poder Judiciario.

Nesse sentido, a Carta Europeia de Etica sobre o Uso da Inteligéncia Artificial em Sistemas
Judiciais e seu ambiente, editada pela Comissdo Europeia para a Eficacia da Justica (CEPEJ),
adotou cinco principios no uso de inteligéncia artificial no sistema de justica, sdo eles: i) respeito
aos direitos fundamentais, ii) ndo-discriminacao, iii) qualidade e seguranca, iv) transpareéncia,
imparcialidade e equidade, e v) controle do usuario. Este ultimo estabelece que os profissionais do
Judiciario devem sempre poder rever as decisdes tomadas por inteligéncia artificial, bem como
que os usuarios do sistema de justi¢a devem ser informados sobre o seu uso e podem se opor a sua
utilizagao (EU, 2018).

No Brasil, embora em ambito legislativo a inteligéncia artificial ndo tenha sido regulamentada
até o momento, o CNJ editou a Resolucdo n°® 332/2020 visando regulamentar a sua utiliza¢do no
Poder Judiciario. A Resolucdo estabelece, desde o preambulo, que a implantacdo da inteligéncia
artificial no ambito jurisdicional deve observar a compatibilidade com os direitos fundamentais.
O documento também dispos sobre o respeito a publicidade e transparéncia, & governanca e
qualidade, a seguranca e ao controle do usuario.

Além disso,em atencdo ao fenomeno dadiscriminagéo algoritmica, foi definido que as decisoes
judiciais apoiadas em inteligéncia artificial devem preservar a igualdade, a ndo discriminagcao, a
pluralidade e o julgamento justo, “com a viabiliza¢do de meios destinados a eliminar ou minimizar
aopressdo,amarginalizacdo do ser humano e os erros de julgamento decorrentes de preconceitos”
(CNJ, 2020, n.p).
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Em que peseaimportancia da Resolugaon®332/2020, suamaior criticaestd em abordar apenas
aspectos éticos e ndo tratar de questdes essenciais, como a determinacdo de quais atividades
podem usar IA e a gradagdo do risco em seu uso (Cambi; Amaral, 2023). E por ser este um aspecto
prioritario, tendo em vista existirem atividades em que o risco de uso de IA é mais alto, a exemplo
do exame dos critérios de admissibilidade recursal,anormativa pecanaregulamentacao suficiente
do uso de IA. A este respeito, cite-se:

Embora o poder de regulamentar a matéria no ambito do Poder Judiciario seja do Conselho
Nacional de Justica, a criagdo de um marco regulatorio para o uso de inteligéncia artificial,
pelo Congresso Nacional, se mostra importante para que o uso adequado da tecnologia
observe os anseios democraticos de uma sociedade pluralista em que a liberdade, a
seguranca, o bem-estar, o desenvolvimento, aigualdade e a justica sdo valores indispensaveis
a efetivacgdo da cidadania. O anseio pela regulamentacdo do uso de inteligéncia artificial pelo
Poder Judiciario ndo vem apenas do jurisdicionado, o qual percebe que o uso inadequado da
inteligéncia artificial pode culminar em violagdo de direitos fundamentais, mas também da
propria administracdo da justica que espera uma legislacdo para lhe conferir apoio e maior
seguranca (Cambi; Amaral, 2023, p. 2013).

E certo, por um lado, que o uso de inteligéncia artificial no Poder Judiciario deve sempre
respeitar os direitos fundamentais,ndo seadmitindo que a busca por maior celeridade na prestacao
jurisdicional comprometa a sua qualidade e a garantia de efetivo acesso a justica (Roque, 2021).
De todo modo, reconhece-se a necessidade de regulamentacéo legislativa do uso de IA no pais
a fim de que sejam reduzidos os riscos de violagao aos direitos fundamentais advindos da nao
regulamentacao, especialmente no a&mbito do Poder Judiciario.

4 DISCRIMINAGCAO ALGORITMICA E ACESSO EFETIVO A JUSTICA: A
NECESSIDADE DE UMA PERSPECTIVA INTERSECCIONAL

A atividade das maquinas, assim como a atividade humana, ndo esta imune a vieses que
moldam as suas decisdes. Esses vieses sdo introduzidos tanto no momento de programacéo dos
sistemas, refletindo as prioridades, objetivos e concepg¢des do programador que os criou, mas
também podem ser adquiridos ou desenvolvidos mediante o aprendizado de maquina alimentado
com dados discriminatorios. A este respeito, Maria Amaral e Eduardo Cambi discorrem:

Asdecisdesalgoritmicassdo fruto douso doaprendizado de maquina e perdem transparéncia
eauditabilidadeamedidaque se desenvolvem. Comisso,aumentam osriscos paraasociedade,
especialmenteparaosgruposndohegemonicos,quepodemterseusdireitoshumanosviolados
com a ocorréncia do fendmeno denominado de discriminacéo algoritmica. A discriminacéo
algoritmica pode ocorrer por reflexo da programagédo humana, mas também pelo uso de uma
base de dados ampla, com a reproducio de padrdes discriminatorios existentes na sociedade
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(como a reproducdo de padrdes machistas, miséginos, sexistas, racistas, aporofobicos ou
homotransfobicos) (Cambi; Amaral, 2023, p. 192).

Aoreplicar amente humana, especialmente seu aprendizado, os mecanismos de inteligéncia
artificial aprendem a guiar suas decisdes sob tendéncias discriminatorias, ao serem projetados
e retroalimentados, ainda que implicitamente, com algoritmos e dados que refletem a realidade
desigual da sociedade. E assim, ao confirmarem respostas opressivas dadas pelo corpo social
hegemonico a demandas marginais, tais sistemas acabam fomentando um circulo vicioso
que perpetua a situacdo de desigualdade e negacdo de direitos, por buscarem confirmacdes
socialmente aceitas ou partirem de pressuposi¢des construidas sob vieses discriminatorios
(Segundo, 2023).

No ambito do Poder Judiciario, a reproducgao de vieses discriminatdrios pelos sistemas de TA
pode ter um potencial lesivo ainda maior, sobretudo aos grupos marginalizados pelos marcadores
de raca, classe e género, que enfrentam maiores dificuldades para ter seus direitos tutelados
quando acessam o Poder Judiciario. Afinal, como tratado de antemao, as decisdes humanas nao
sdo alheias as desigualdades e relagdes de poder estruturais, que influenciam a forma com que
certos grupos sociais sdo reconhecidos e valorados.

E bem verdade que em suas decisdes, os juizes podem reproduzir tais desigualdades a partir
de vieses de confirmacdo — tendéncia a interpretar as informacgoes de acordo com percepgdes
anteriores—, de vieses sociais — impressdes prévias sobre o grupo social em que inserida a
pessoa—, e de vieses de conformidade — tendéncia a concordar com a opinido do grupo. Esses
vieses influenciam, embora inconscientemente, a forma com que as provas e informacoes sdo mais
ou menos valoradas pelo julgador no processo, a interpretacdo da norma e a avaliacao da conduta
das partes (Avila; Corazza, 2022).

Ocorre que a exigéncia constitucional de fundamentacdo das decisdes judiciais possibilita
que elas sejam contestadas mediante o contraditorio e a ampla defesa e, sendo o caso, reformadas
no duplo grau de jurisdicdo. Quando se trata de decisoes emitidas por maquinas, entretanto, a
auséncia de transparéncia em relacdo aos dados utilizados no processo decisorio impossibilita o
exercicio desses direitos, sendo essa uma das questdes de maior preocupagao envolvendo o uso de
IA pelo Poder Judiciario.

Um exemplo notdrio das nuances por tras do uso de IA pelo Judiciario pode ser percebido
no uso do sistema Compas (Correctional Offender Management Profiling for Alternative Sanctions)
pelo Judiciario dos Estados Unidos para classificar o risco de reincidéncia e auxiliar os juizes a
determinar o tempo de pena e o regime de cumprimento dos condenados no processo penal. Esse
sistema tem sido alvo de muitas criticas em razdo da auséncia de clareza sobre os critérios que
utiliza para estabelecer o risco de reincidéncia. A ONG ProPublica denunciou que o Compas é mais
propenso a classificar pessoas negras como reincidentes em relagdo aos acusados brancos.

A discussao sobre o uso do sistema Compas chegou a Suprema Corte dos Estados Unidos por
meio do caso Wisconsin x Loomis, que se refere a condenacgao de Eric L. Loomis, em 2013, com
a negativa de recorrer em liberdade com fundamento no sistema Compas. O acusado interpos
recurso na justica alegando que a auséncia de critérios auditaveis no Compas prejudicaria o devido
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processo legal e o exercicio da ampla defesa. A Corte de Wisconsin negou provimento ao recurso,
que chegou a Suprema Corte, a qual por sua vez ndo o conheceu por auséncia de critérios de
admissibilidade (Cambi; Amaral, 2023).

O caso, embora nao tenha tido o mérito apreciado pela Suprema Corte dos Estados Unidos,
¢ emblematico, pois desperta, até os dias atuais, discussdes importantes sobre o uso da IA pelo
Poder Judiciario e os riscos na substituicdo de decisdes humanas por decisdes de maquinas, em
especial o risco de discriminacao algoritmica em sistemas de IA que ndo sao transparentes, como
o Compas. Se as decisoes humanas estdo sujeitas a reproduzirem as desigualdades estruturais no
bojo da sociedade brasileira, as decisdes produzidas por IA sdo ainda mais preocupantes nesse
sentido quando ausente auditabilidade.

A outra face das problematicas que envolvem a incorporacdo de inteligéncias artificiais em
atos processuais de cunho decisorio reside no proprio senso de justica, construido a partir das
experiéncias e vivéncias que o magistrado teve durante e antes de ser provocado a decidir pelas
partes. Como a tomada de decisdo, embora lastreada na dialética deduzida em juizo, é intuitiva,
sua padronizacdo ocorre por meio das experiéncias do aplicador, o que ndo pode ser projetado com
precisdo em algoritmos, ainda que eles simulem com certa perfeicdo as redes neurais humanas
(Bonat; Peixoto, 2020).

Diante disso, Corazza e Avila (2022) defendem que, por mais que o uso de maquinas possa
trazer muitos beneficios para o sistema judiciario, sobretudo para a celeridade em processos
de massa, conceder funcdo decisoéria as maquinas tem o potencial de ampliar desigualdades,
na medida em que elas também sdo enviesadas e, diferente das decisdes humanas, as suas
decisdes nao estdo fundamentadas em dados transparentes. Os autores advogam a necessidade
de garantir a transparéncia dos dados utilizados pelos sistemas de IA e a observancia do devido
processo constitucional:

Importante destacar aqui que mesmo a estruturagdo de bases de dados de julgados e
precedentes, apos a adogao de forga normativa aos ultimos, caso ela seja realizada de
modo enviesado e acritica, pode levar a inducéo de resultados distorcidos nos julgamentos,
culminando na perpetuacdo de erros ou reduzindo a possibilidade de diferenciacao
(distinguishing) de casos, o que se considera impensavel num sistema juridico que busca
sofisticar o uso da jurisprudéncia, como é o caso do Brasil apos o Cédigo de Processo Civil
de 2015 (Avila; Corazza, 2022, p. 199).

Semelhantemente, Cambi e Amaral (2023) concordam que as decisdes judiciais ndo podem
ser transferidas para as maquinas, mas entendem que ndo é possivel parar o avango no uso
de sistemas de IA no Poder Judiciario, haja vista os comprovados beneficios para a celeridade
processual. Todavia, esses autores levantam a necessidade de acompanhamento e supervisao
humana nas atividades exercidas pela IA, cujo rigor deve depender do risco representado pela
atividade exercida.

Agrega a analise o ponto de vista de Ana Montesinos Garcia (2024), segundo o qual ao mesmo
tempo em que existem sérios riscos de reproducdo de preconceitos pelo uso de sistemas de IA

14-19 Revista do CEJUR/TJSC - Prestacdo Jurisdicional. Florianopolis (SC), v. 13, 0458, 2025.



Oliveira Sousa, A. C. ; Furtado, S. N.
Acesso Efetivo a Justica e Discriminacéo Algoritmica: o Uso de Inteligéncia Artificial pelo Poder Judiciario.

pelo Poder Judiciario, se esses sistemas forem desenhados com uma perspectiva atenta a essas
desigualdades, é possivel que eles auxiliem a identifica-las e corrigi-las, possibilitando decisdes
judiciais mais justas.

A autora cita varios exemplos de tecnologias que atuam na protegdo de mulheres vitimas
de violéncia, como o sistema PROTOBADI, criado em Bangladesh, para criar mapas de zonas
com maior probabilidade de assédio sexual contra as mulheres, bem como o programa Improve,
financiado pela Unido Europeia, que oferece assessoramento imediato a vitimas de violéncia
domeéstica (Garcia, 2024).

Diante disso, este estudo verifica a necessidade que os sistemas de IA utilizados na atividade
deciséria do Poder Judicidrio sejam informados por uma perspectiva interseccional, preparada
para identificar as desigualdades estruturais com potencial influéncia sobre a experiéncia dos
grupos marginalizados com a justiga e a sobreposicdo dessas desigualdades sobre alguns grupos,
como as mulheres negras.

Tal qual fundamentado na segdo 2, o acesso efetivo a justica ndo protege meramente a
apresentacao de demandas as institui¢des de justica, mas resguarda a qualidade da prestagao
jurisdicional e a garantia de resultados individual e socialmente justos, bem como alinhados com
a protecdo aos direitos fundamentais. Sendo assim, a perspectiva interseccional é inerente ao
direito de acesso efetivo a justica, pois ndo é possivel a concretizacdo desse direito se o préprio
Poder Judiciario atuar como reprodutor de desigualdades.

Portanto,aadocaodeumaperspectivainterseccional deve sempreserincluidanosjulgamentos
judiciais,sendo essencial que osmodelosdeIAutilizados sejamtreinados com essaperspectivapara
naoreplicar decisoes injustas e produzir discriminacdes algoritmicas. A garantia de transparéncia
e accountability dos dados utilizados pela IA também é necessaria, com vistas a garantir o pleno
exercicio do contraditorio e da ampla defesa pelas partes e supervisionar o aprendizado da IA,
evitando a absorcdo de vieses que geram discriminacao algoritmica.

Isso é reconhecido, como tratado na se¢ao anterior, pela Resolugao n°® 332/2020, do CNJ, que
estabelece que o uso de IAs pelo Poder Judiciario deve eliminar ou minimizar os preconceitos nas
decisdesjudiciais. Destafeita,umapossibilidade presente,enquantoaquestdonioéregulamentada,
¢ que os sistemas de IA, no Poder Judicidrio, sejam treinados com base nos protocolos do CNJ
e do Tribunal Superior do Trabalho (TST), tendo em vista que sdo instrumentos que adotam a
teoria da interseccionalidade, bem como os protocolos do CNJ tém natureza vinculativa na
atividade jurisdicional.

Pelo exposto, considerando que os sistemas de IA também podem ser dotados de vieses
discriminatdrios, para a sua utilizacdo pelo Poder Judiciario, é essencial que o seu treinamento
e aprendizagem sejam baseados em uma perspectiva interseccional para minimizar os riscos
de discriminagdo algoritimica e garantir o acesso efetivo a justica, conciliando-se celeridade e
respeito aos direitos fundamentais.
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5 CONCLUSAO

O estudo realizado demonstrou que o efetivo acesso ajusticando se restringe a possibilidade de
ingressono Poder Judiciario, mas abrange a garantia de que os direitos de todos sejam efetivamente
reconhecidos e protegidos, sem que as desigualdades estruturais sejam obstaculos na sua fruicao
e reconhecimento pelo Poder Judiciario. Essa ¢ uma condigao para que a prestacao jurisdicional
seja considerada de qualidade.

Assim, a perspectiva do acesso efetivo a justica demanda que essas desigualdades estruturais
sejam reconhecidas e minimizadas no processo judicial, adotando-se uma perspectiva
interseccional, isto ¢, informada sobre as multiplas opressdes que se sobrepdem e determinam
maiores desvantagens a determinados grupos sociais, como as mulheres negras, que sofrem
simultaneamente com opressodes de género, raga e classe.

Nesse sentido, em se tratando do crescente uso de mecanismo tecnoldgicos, em especial os
sistemasdelA,peloPoderJudiciario,como formadeapresentaralternativaamorosidade processual
e sobrecarga de processos, um desafio que se coloca diz respeito a discriminacdo algoritmica.
Esta representa evidente ofensa ao efetivo acesso a justica e importa no reconhecimento de que
a exigéncia de celeridade deve ser harmonizada com a qualidade da prestacdo jurisdicional,
materializada no respeito aos direitos fundamentais.

O uso de inteligéncia artificial no Poder Judiciario sem a devida transparéncia pode
comprometer o devido processo legal, dificultar o exercicio do contraditorio e da ampla defesa
e reforgar padrdes discriminatorios ja presentes no sistema de justica. O exemplo do sistema
Compas nos Estados Unidos ilustra os riscos de se delegar as maquinas decisdes judiciais sem
garantir mecanismos de auditabilidade e supervisao humana.

Desta feita, constatou-se a necessidade, como exigéncia do efetivo acesso a justica, de que a
atividade jurisdicional, mediada por maquinas ou por seres humanos, sejainformada por um olhar
interseccional, que reconheca criticamente as multiplas e relacionais desigualdades existentes, em
termos de género, raca e classe, e atue paraaminimizacéo de sua influéncia no ambito juridico, sob
pena de o Poder Judicidrio ser usado para “legitimar” e reproduzir tais desigualdades estruturais.
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